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Abstract Harmonic Analysis

References:
— Hewitt Ross. Abstract Harmonic Analysis.
— Rudin. Fourier Analysis on groups.
— Graham, McGekee. Commutative Harmonic

Analysis.

Topological Group .

A topological group G is a topological space
and also a group such that

G×G −→ G (x, y) 7−→ x−1y

is continuous. A locally compact group (LC
group) is a top group which is locally compact. A
locally compact abelian group (LCA groups) is a
LC group which is abelian.

We will only concentrate on locally compact
groups (LCgroups), and mostly locally compact a-
belian groups (LCA groups).

1 Haar Measure

(1.1) !! Notation— Denote

La : G −→ G x 7−→ ax

Ra : G −→ G x 7−→ xa

(1.2) Theorem For any LC group G, there exists a
(Borel) measure µ ≥ 0 over G, such that

µ ̸= 0, µ(y−1E) = µ(E), ∀y ∈ G.

and it is unique up to a scalar.

(1.3)Definition (Haar Measure) We call this uo-to-
scalar-unique measure the Haar measure of G.
Similarly, we have right invariant measure, to clarify
if necessary, we will say left/right Haar measure.

(1.4) EXAMPLE For discrete group G, the counting
measure serves.

(1.5) EXAMPLE For Rn and the circle Tn = Rn/Zn,
the Lebsgue measures serve.

(1.6) EXAMPLE For R×, the measure d×x = dx
x

serve.

(1.7) EXAMPLE For any Lie group G, there exists
a left-invariant integral form ω by left translation
from the unit. Then we can take the measure to be
dµ = ω.

(1.8) EXAMPLE In particular, for GLn(R), the

measure is
∧

dxij

det(xij)
.

1.1 The existence

Representation theorem .

Assume S is a locally compact space, denote
C+

c (S) the space of nonnegative, continuous and
compactly supported functions on S. Then the linear
functional

Φ : C+
c (S) −→ R≥0

is uniquely represented by Φ(f) =
∫
S
fdµ for some

regular nonnegative measure µ on S.

(1.9)Definition We say I : C+
c (G)→ R≥0 is

(1) left invariant if I(f ◦ Ly−1) = I(f);
(2) homogenous if I(λf) = λI(f);
(3) subadditive if I(f + f ′) ≤ I(f) + I(f ′);
(4) monotone if f ≤ g ⇒ I(f) ≤ I(g).
Let us reform the theorem of existence.

(1.10) Theorem There exists a left invariant non-
negative nonzero additive homogenous functional Λ
on C+

c (G).

Construction I .

Fix g ∈ C+
c (G), and g ̸= 0. For f ∈ C+

c , define

Ig(f) = inf

s :
there exists a finite subset A ⊆
G, and {ca ≥ 0 : a ∈ A} such
that f ≤

∑
a∈A ca(g ◦ La−1),

and
∑
ca ≤ s


Note that Ig(f) < ∞ by compactness, and Ig is left
invariant, homogenous and monotone by definition.

(1) Ig(f + f ′) ≤ Ig(f) + Ig(f
′).

(2) Ig(u) ≤ Ig(φ)Iφ(u) for all u.
To normalize, fix some function φ ∈ C+

c (G) \ 0,
and g ∈ C+

c (G) \ 0, put the “average”

Λg =
1

Ig(φ)
Ig ≤ Iφ.
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The functional Ig (Λg) is a rough (average) ap-

proximation of translation of the “local ruler” g. We
want to make supp g shrink to identity, and g non-
singular as possible.

(1.11) !! Notation— Let V be a neighbor-
hood (nbd) of 1,

P(V ) = {f ∈ C+
c (G) : supp f ⊆ V, f ̸= 0},

and P∗(V ) = {f ∈ P(V ) : f(g) = f(g−1)}.

(1.12)Λemma For f1, . . . , fn ∈ Cc(G), and r > 1,
there exists a nbd V of 1, such that

Ig(f
′ + f ′) ≤ Ig(f) + Ig(f

′) ≤ rIg(f ′ + f ′)

for all g ∈ P(V ).

(1.13)Λemma For all f ∈ C+
c (G), and r > 1,

there exists a nbd U of 1, such that for all g ∈ P∗(U),
there exists a nbd W of 1 with

Ih(f) ≤ Ig(f)Ih(g) ≤ rIh(f)

for all h ∈ P(W ).

(1.14)Corollary For all f ∈ C+
c (G), and r > 1,

there exists a nbd U of 1, such that for all g ∈ P∗(U),
there exists a nbd W of 1 with

1

r
Λg(f) ≤

Ih(f)

Ih(φ)
≤ rΛg(f)

for all h ∈ P(W ).

Proof. One can find a W serves for both f and
φ. So for any h ∈ P(W ),

Ih(f) ≤ Ig(f)Ih(g) ≤ rIh(f),
Ih(φ) ≤ Ig(φ)Ih(g) ≤ rIh(φ).

Then divide them each other, we get the desired in-
equality.

Construction II .

Let

Hr(f) =

g ∈ P(G) :
there exists nbd W of 1

such that for all h ∈
P(W ), Λg(f) ≤ rΛh(f)

 ,

Λr(f) = sup{Λg(f) : g ∈ Hr(f)}, Λ(f) = lim
r↘1

Λr(f).

Since Λr(φ) = 1, Λ ̸= 0.
By the lemmate above, for f, f ′ ∈ C+

c (G), we
have

1

r
Λr(f + f ′) ≤ Λr(f) + Λr(f

′) ≤ r2Λr(f + f ′).

So Λ is left-invariant and additive.

So everything is done except the proof of lemma
(1.12) and lemma (1.13).

Proof of lemma (1.12). By Urysohn lemma
and uniformly continuity, for ϵ > 0, one can find F

satisfying

Ig(f + f ′) ≤ Ig(F ) ≤ (1 + ϵ)Ig(f + f ′).

for any g, and a nbd V of 1 whenever a−1y ∈ V ,

f (′)(y)

F (y)
≤ f (′)(a)

F (a)
+ ϵ.

Assume
F ≤

∑
a∈A

ca(g ◦ La−1),

then

f (′) =
f (′)

F
· F

≤
∑

a∈A ca ·
f (′)

f
· (g ◦ La−1)

≤
∑

a∈A ca ·
(
f (′)(a)

F (a)
+ ϵ

)
· (g ◦ La−1).

As a result,

Ig(f) + Ig(f
′) ≤

∑
a∈A ca ·

(
f(a) + f ′(a)

F (a)
+ ϵ

)
≤ (1 + 2ϵ)

∑
a∈A ca

≤ (1 + 2ϵ)Ig(F )

≤ (1 + 2ϵ)(1 + ϵ)Ig(f + f ′).

The proof is complete.

Proof of lemma (1.13). Firstly, by Urysohn
Lemma, there exists f and nbd U of 1 such that
f(x) ≤ f(y) whenever x−1y ∈ U , and

Ih(f) ≤ (1 + ϵ)Ih(f)

for any h. Now, if g ∈ P∗(U), one can find g and
nbd V of 1 such that g(x−1y) ≤ g(x−1a) = g(a−1x)

whenever a−1y ∈ V , and

Ih(g) ≤ (1 + ϵ)Ih(g).
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Now, assume supp f ⊆

∪
a∈A aV . By decomposition

of unity, write f =
∑

a∈A fa. Then

f(x)g(x−1y) ≤ f(y)g(x−1y)

≤
∑

a∈A fa(y)g(x
−1y)

≤
∑

a∈A fa(y)g(a
−1x),

So
Ig(f)Ih(g) ≤

∑
a∈A Ih(fa)Ig(g)

≤ (1 + ϵ)Ig(f)Ig(g)

≤ (1 + ϵ)2Ig(f)

The proof is complete.

(1.15) Remark If we take

X =
∏

g∈C+
c

[
(Iφg)

−1, Iφg
]

and K(V ) the closure of {Λg : supp g ∈ V }. Then∩
nbdV K(V ) ̸= 0 by Tychonoff theorem. In this case,

lemma (1.13) is not needed. The element in the in-
tersection is a desired linear functional. But this ar-
gument uses the axiom of choice which is not needed.

1.2 The uniqueness

Let µ be a left-invariant measure, and ν a right-
invariant measure,∫

G
fdµ ·

∫
G
gdν =

∫
G
f(x)

(∫
g(yx)dν(y)

)
dµ(x)

=
∫
G×G

f(x)g(yx)dµ(x)dν(y)
=

∫
G×G

f(y−1x)g(x)dµ(x)dν(y)
=

∫
G×G

g(x)
(∫
f(y−1x)dν(y)

)
dµ(x)

So ∫
f(y−1x)dν(y)∫

G
fdµ

is continuous and independent with respect to f ̸= 0.
Then apply x = 1, this is desired uniqueness.

1.3 Modular character

(1.16)Definition For a LC group G, µ its Haar mea-
sure, we define Modular character ∆G : G→ R>0

by
dµ(x) = ∆G(g)dµ(gxg−1).

Equivalently,

∆G(g)

∫
f(xg)dµ(x) =

∫
f(x)dµ(x).

It is easy to see ∆G is a character, i.e.

∆G(gh) = ∆G(g)∆(h).

It is also easy to see that the left right Haar measure
coincide if and only if ∆G is trivial.

(1.17) Theorem For compact group G, left right
Haar measure coincide.

Proof. Let µ and ν be the left and right Haar
measure respectively. Take f = 1, then

∆G(g)µ(G) = µ(G).

As a result, ∆G(g) = 1.

I (1.18) Exercise. For Haar measure µ, show that if
f ∈ C+

c (G) \ 0, then
∫
G
fdµ > 0. Hint: If f ̸= 0,

WLOG we can assume there is a nbd V of 1 such
that 0 /∈ f(V ). Using V to cover any compact
subset, we find that dµ = 0.

I (1.19) Exercise. If G/[G,G] is compact, show
that left right Haar measure coincide. Hint: The
modular character factors through G/[G,G],
but R>0 has no compact subgroup except the
trivial one.

I (1.20) Problem. About modular character, show
that

dx = ∆(x)d(x−1).

Hint: Since∫
f(xy)∆(xy)d(x−1) = ∆(y)

∫
f(x−1)∆(x−1)dx

=
∫
f((xy−1)−1)∆((xy−1)−1)dx

=
∫
f(yx−1)∆(yx−1)dx

=
∫
f(x−1)∆(x−1)dx

=
∫
f(x)∆(x)d(x−1)

so ∆(x)d(x−1) is left-invariant. To
determine the scalar it suffices to check
a symmetric compact neighborhood.

I (1.21) Problem. Let G = {
(
x y

1

)
: x > 0, y ∈

R}, calculate the left/right Haar measures which are
different. Hint: Since

(
x y

1

)(
X Y

1

)
=

(
xX xY+y

1

)
.

Left Haar measure λ(x, y)dxdy satisfy∫
f(xx0, x0y + y0x)λ(xx0, x0y + y0x)dx ∧ dy

=
∫
f(x, y)λ(x, y)dx ∧ dy

=
∫
f(xx0, x0y + y0x)λ(x, y)d(xx0) ∧ d(x0y + y0)

=
∫
f(xx0, x0y + y0x)λ(x, y)x

2
0dx ∧ dy

So λ(x0, y0) = λ(1, 1)x20, so left Haar measure
is dx∧dy

x2 . Similarly,

d(x0x) ∧ d(xy0 + y) = x0dx ∧ dy

so right Haar measure is dx∧dy
x .
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2 LCA Groups

Commutative Banach Algebra .

If A is a commutative Banach algebra with uni-
ty, we denoteM(A) the spectrum (of Gelfand space)
by

M(A) =

{
φ : A→ C :

φ ̸= 0 is an algebra homo-
morphism.

}
with ω∗-topology, i.e. the smallest topology such
that the evaluation

evaa :M(A) −→ C φ 7−→ φ(a)

is continuous. We know that
(1) any φ ∈M(A) is continuous with norm 1;
(2) M(A) is ω∗-closed subset of A∗, i.e.

σ(A∗, A), therefore M(A) is compact.
(3) under the imbedding

π : A −→ C(M(A)) a 7−→ evaa,

π(A) is a separating subalgebra. One can define

|||a||| = ∥ evaa ∥
= spectral norm of a
= limn→∞

n
√
∥a∥n ≤ ∥a∥.

What happens if there is no unity ? .

Let
Ã = {(a, x) : a ∈ A, x ∈ C}

with norm ∥a+ xe∥ = ∥a∥+ |x|. Then S =M(Ã) is
compact. It has the infinity point

φ0 : Ã −→ C a+ xe 7−→ e,

which is the only element φ with φ(A) = 0. We
define M(A) =M(Ã) \ φ0.

(2.1) !! Notation— In this section, the G
is a LCA group. We will write it additively
with Haar measure m if we need to clarify.
For a function over G, u ∈ G, we denote
the translation fu defined by

τuf = fu(x) = f(x− u).

(2.2)Definition (Convolution) For two functions f, g
over LCA group G, we define the convolution

f ∗ g(x) =
∫
G

f(x− y)g(y)dy =

∫
G

f(y)g(x− y)dy.

This makes sense whenever
∫
|f(x−y)g(y)|dy <∞.

(2.3)Proposition For fixed f ∈ Lp(G), the map

G −→ Lp(G) u 7−→ fu

is uniformly continuous.

Proof. It is true if f ∈ Cc(G). For f ∈ Lp(G),
one can find g ∈ Cc(G) such that ∥f − g∥p ≤ ϵ.

Properties of Convolution .

1. If f ∈ L1 and g ∈ L∞, then f ∗ g is bounded
and uniformly continuous.

|f ∗ g(x)| ≤
∫
G

|f(x− y)| · |g(y)|dy

≤ ∥g∥∞ · ∥f∥1.

So ∥f ∗ g∥∞ ≤ ∥g∥∞∥f∥1. Similarly,

|f ∗ g(x1)− f ∗G(x2)| ≤ ∥f − τ∆xf∥1 · ∥g∥∞.

2. If 1 < p < ∞, q = p′, i.e. 1
p + 1

q = 1. Then
f ∗ g is is bounded and uniformly continuous.

|f ∗ g(x)| ≤
∫
G

|f(x− y)| · |g(y)|dy

≤
(∫

G
|f(x− y)|pdy

)1/p · (∫
G
|g(y)|qdy

)1/q
= ∥f∥p · ∥g∥q.

3. If f, g ∈ L1(G), then f ∗ g ∈ L1.

∫
|f ∗ g(x)|dx ≤

∫∫
|f(x− y)| · |g(y)|dxdy

=

∫
|g(y)| ·

(∫
|f(x− y)|dx

)
dy

≤ ∥f∥1 · ∥g∥1.

The fact that |f(x−y)g(y)| is integrable follows from
when f, g is characteristic functions of measurable
sets, and the continuity of addition.

4. f ∗ g = g ∗ f .

So L1(G) is a Banach algebra under convolution.
It has a unity if and only if G is discrete.
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(2.4) Approximation of identity Let f ∈
L1(G), C > 0. For all ϵ > 0, there exists a nbd
V of 0 such that for any v ∈ L1(G) which vanishes
outside of V , and∫

v = 1,

∫
|v| = C,

we have ∥f ∗ v − f∥1 ≤ ϵ.

2.1 Characters

(2.5)Definition (Character) A continuous function
γ : G → T ⊆ C× is called a character if γ is a
homomorphism, that is |γ(x)| = 1 and γ(x + y) =

γ(x)γ(y).
So γ(0) = 1 and γ(−x) = γ(x).

(2.6)Definition (Dual Group) Denote all characters of
G by Ĝ, which equipped with a group structure. We
call Ĝ the dual group.

(2.7) Theorem Any φ ∈M(G) is of the form

φ(f) =

∫
G

f(x)γ(x)dx

for some character γ.

Proof. Firstly, it is definitely a homomorphism.

φ(f ∗ g) =

∫∫
f(x− y)g(y)γ(x)dxdy

=

∫∫
f(x− y)γ(x− y)g(y)γ(y)dxdy

=

(∫
f(z)γ(z)dz

)(∫
g(y)γ(y)dy

)
= φ(f)φ(g).

Conversely, since the homomorphism is locally L1,
there exists γ ∈ L∞(G) with ∥γ∥∞ = ∥φ∥ = 1, such
that

φ(f) =

∫
G

f(x)γ(x)dx.

Now, we also have φ(f ∗ g) = φ(f)φ(g), i.e.∫∫
f(x−y)g(y)γ(x)dxdy =

∫∫
f(x)g(y)γ(x) γ(y)dxdy.

Since g is arbitrary,∫
f(z)γ(z + y) =

∫
f(x−y)γ(x)dx =

∫
f(x)γ(x) γ(y)dx

since f is also arbitrary, γ(x+ y) = γ(x)γ(y). Then

γ(y) =

∫
f(x− y)γ(x)dx∫

f(x)γ(x)

is continuous. Since |γ(x)| ≤ 1 and
∣∣ 1
γ(x)

∣∣ =

|h(−x)| ≤ 1, γ(x) ∈ T ⊆ C×.

(2.8) Remark So we find a bijection between Ĝ

andM(G). We can topologize Ĝ by the topology of
M(G).

(2.9)Proposition If G is discrete, then Ĝ is com-
pact. If G is compact, then Ĝ is discrete.

Proof. If G is compact, then all characters in
L1(G). We normalize Haar measure m such that
m(G) = 1. Now,

eva1(γ) =
∫

1γ(x)dx =

1, γ = 1,

0, γ ̸= 1,

since
∫
γ(x)dx =

∫
γ(x+x0)dx = γ(x0)

∫
γ(x)dx for

any x0 ∈ G. But eva1 is continuous, so Ĝ is discrete.
Conversely, if G is discrete, then L1(G) has uni-

ty, so Ĝ is compact.

(2.10) EXAMPLE For G = R, then Ĝ = R given by
the pairing

B : Rn × Rn −→ C (x, a) 7−→ eixa.

More exactly, if we denote the character correspond-
ing to a ∈ Ĝ = R, then γa(x) = B(a, x).

More generally, for G = Rn, then Ĝ = Rn given
by the pairing

B : Rn × Rn −→ C (x, a) 7−→ ei⟨x,a⟩,

where ⟨·, ·⟩ is standard inner product.

(2.11) EXAMPLE For G = T = R/Z, Ĝ = Z given
by the pairing

B : R/Z× Z −→ C (x, a) 7−→ e2πixa,

where xa mod Z is well-defined. Conversely, for G =

Z, Ĝ = R/Z by the same pairing.
For G = Tn = Rn/Zn, then Ĝ = Zn given by

the pairing

B : Rn/Zn × Zn −→ C (x, y) 7−→ ei⟨α,x⟩,

Here ⟨·, ·⟩ is standard inner product. Conversely, for
G = R/Z, Ĝ = Z by the same pairing.

(2.12) EXAMPLE For G = Z/nZ, then Ĝ = Z/Z
given by the pairing

B : Z/nZ× Z/nZ −→ C (x, y) 7−→ e2πi
xy
n ,

Here xy
n mod Z is well-defined.
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(2.13)Definition (Fourier transform) Let f ∈ L1(G),
define its Fourier transform

f̂ : Ĝ −→ C γ 7−→
∫
G

f(x)γ(x)dx.

(2.14) !! Notation— Denote

A = L̂1(G) = {f̂ : f ∈ L1(G)}.

Properties of A .

1. A is an subalgebra of ⊆ C0(Ĝ). Since Ĝ =

M(L̃1(G)) \ φ0, and f̂(γ) is actually evaf Γ, with
Γ ∈ M(L1(G)). But evaf φ0 = 0. This is known as
Riemann-Lebsgue lemma.

2. A separate points of Ĝ.
3. A is self adjoint. Actually, f̂(•) = f̂(−•).
As a result, A is dense in C0(Ĝ).
4. A is translation invariant, and is invariant

under multiplication by characters.

f̂y(γ) =

∫
f(x− y)γ(x)dx

=

∫
f(s)γ(s+ y)ds

= γ(y)f̂(γ)

ρ̂f(γ) =

∫
f(x)ρ(x)γ(x)dx

=

∫
f(x)γρ(x)ds

= f̂(γρ).

(2.15) Theorem The dual group Ĝ is a topological
group under Gelfand topology.

(2.16) !! Notation— Let K ⊆ G be a com-
pact set, ϵ > 0, denote

UK,ϵ = {γ ∈ Ĝ : ∀x ∈ K, |γ(x)− 1| < ϵ}.

Let C ⊆ Ĝ be a compact set, ϵ > 0, denote

VC,ϵ = {x ∈ G : ∀γ ∈ C, |γ(x)− 1| < ϵ}.

(2.17)Λemma The pairing

G× Ĝ −→ C (x, γ) 7−→ γ(x)

is continuous.

Proof. Find some good f ∈ L1(G). Note that

f̂(γ)γ(x) = f̂x(γ), so γ(x) = f̂x(γ)

f̂(γ)
. Then

|f̂x(γ)− f̂y(δ)| ≤ |f̂x(γ)− f̂x(δ)|+ |f̂x(δ)− f̂y(δ)|
≤ |f̂x(γ)− f̂x(δ)|+ |||fx − fy|||
≤ |f̂x(γ)− f̂x(δ)|+ ∥fx − fy∥1.

The proof is complete.

(2.18)Proposition The set {UK,ϵ :

K compact, ϵ > 0} forms a basis of nbd of
unity of Ĝ.

Proof. It is open by tube lemma.
Pick γ0 ∈ Ĝ, f1, . . . , fN ∈ L1(G). The open

subset of the form W = {γ ∈ Ĝ : |f̂j(γ0) − f̂j(γ)| <
ϵ, j = 1, . . . , N} is a basis of Ĝ.

We need to find UK,ϵ such that γ0 +UK,ϵ ⊆W .
By shifting, it may be assumed that γ0 = 0. Note
that Cc(G) is dense in L1(G), we can also assume
fi ∈ Cc(G), since |(f̂j − ĝj)(γ)| ≤ ∥fj − gj∥1. Let
K =

∪
supp fi. Suppose |γ(x)−1| < δ for all x ∈ K,

then

|f̂i(0)− f̂j(γ)| =

∣∣∣∣∫ fj(x)(1− γ(x))dx
∣∣∣∣

≤ δ
∫
|fj(x)|dx = δ∥fj∥1.

So we can take ϵ = δ/maxj ∥fj∥1.

Proof of (2.15). That is, the map

Ĝ× Ĝ −→ Ĝ (γ1, γ2) 7−→ γ1 − γ2

is continuous, since UK1,ϵUK2,ϵ ⊆ UK1∩K2,2ϵ. More
precisely, |δ1δ2(x) − 1| = |δ1(x) − δ2(x)| ≤ |δ1(x) −
1|+ |δ2(x)− 2|.

I (2.19) Exercise. Prove example (2.10). Hint:
Consider∫
γ(y)u(x−y)dy =

∫
γ(x−y)u(y)dy = γ(x)

∫
u(y)γ(y)dy

so γ(x) is differentiable. Now γ′(x) =

γ′(1)γ(x).
I (2.20) Exercise. Prove example (2.11). Hint:

Use the example (2.10). Conversely, the
homomorphism from Z is determined by the
image of 1.

I (2.21) Problem. Find a direct proof of Riemann-
Lebsgue lemma over R. Hint: 2f̂(t) ≤

∫
(f(x) −

f(x+ t/2t2))eixtdx.
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3 Fourier Analysis over LCA Groups

(3.1) !! Notation— LetM(G) the space of
finite regular Borel measures over G.

(3.2)Definition (Convolution) Let Cc(G) be space of
functions of compact support. Given two finite reg-
ular Borel measure µ, ν on G, the functional

Cc(G) −→ C f 7−→
∫∫

f(x+ y)dµ(x)dν(y)

is generated by some measure λ, i.e.∫
fdλ =

∫∫
f(x+ y)dµ(x)dν(y).

We will denote λ = µ ∗ ν the convolution of µ and
ν. It makesM(G) a Banach algebra (with unity δ0).

(3.3) Remark Let λ = µ ∗ ν.

• Note that

λ(E) =

∫∫
11E(x+y)dµ(x)dν(y) =

∫
µ(E−y)dν(y).

So if µ is absolutely continuous wrt Haar mea-
sure, then so is µ ∗ ν.

• If µ is absolutely continuous wrt Haar measure,
say µ(E) =

∫
E
fdx, then

λ(E) =

∫
G

∫
E−y

f(x)dxdν(y)

=

∫
E

(∫
G

f(x− y)dν(y)
)

︸ ︷︷ ︸
density

dx

• If ν is also absolutely continuous wrt Haar mea-
sure, say µ(E) =

∫
E
gdx, then the density of λ

is
∫
f(x− y)g(y)dy = f ∗ g.

By above, the embedding L1(G) ↩→ M(G) makes
L1(G) an ideal.

(3.4)Definition (Fourier transform) For µ ∈M(G), we
define its Fourier transform

µ̂ : Ĝ −→ C γ 7−→
∫
γ(x)dµ(x).

Then clearly, (µ ∗ ν)∧ = µ̂ · ν̂.

3.1 Bochner’s theorem

(3.5)Definition (Positive definite) A complex continu-
ous function φ on G is said to be positive definite
if

N∑
n,m=1

cn · cm · φ(xn − xm) ≥ 0

for any ci ∈ C and xi ∈ G.

(3.6)Proposition If φ is positive definite, then∫∫
f(x)f(y)φ(x+ y)dxdy ≥ 0

(3.7) Bochner’s theorem A complex continuous
function φ is positive definite if and only if there is
a measure µ ∈M(Ĝ),

µ ≥ 0, φ(x) =

∫
Ĝ

γ(x)dµ(γ).

The “if” part. We have

N∑
n,m=1

cn · cm · φ(xn − xm)

=

∫ N∑
n,m=1

cn · cm · γ(xn − xm)dµ(γ)

=

∫ ∣∣∣∣ N∑
j=1

ciγ(xi)

∣∣∣∣2dµ(γ) ≥ 0.

(3.8) EXAMPLE For f , we denote f̃(x) = f(−x). If
f ∈ L2(G), then f ∗ f̃ is positive.∑

cncmφ(xm − xn)

=
∑

cncm

∫
f(xn − xm − y)f(−y)dy

=
∑

cncm

∫
f(xn − y)f(xm − y)dy

=

∫ ∣∣∣∣∑ cjf(xi − y)
∣∣∣∣2dy ≥ 0.

Script .

If φ : G → C is positive. When N = 1. That
is, c c φ(0) ≥ 0, so φ(0) ≥ 0. When N = 2. We
have

(
φ(0)
φ(−x)

φ(x)
φ(0)

)
is hermitian and of determinant

nonnegative, so

φ(x) = φ(−x), |φ(x)| ≤ |φ(0)|.

In particular, φ is bounded.
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(3.9) !! Notation— By above, we may as-
sume φ(0) = 1. Define

Tφ : L1(G) −→ C f 7−→
∫
fφdx.

Then ∥Te∥ = ess sup |φ| = 1. For f, g ∈
L1(G), set

[f, g] = Tφ(f ∗ g̃),

where f̃(x) = f(−x).

Properties of [f, g] .

Firstly, note that

[f, g] =

∫
φ(x)

∫
f(u)g̃(x− u)dudx

=

∫∫
f(u)g(y)φ(u− y)dudy.

So, [−,−] is hermitian, i.e. [f, g] = [g, f ], and so it
has Cauchy inequality,

∣∣[f, g]∣∣2 ≤ [f, f ] · [g, g].

Proof of (3.7). We are going to take some ap-

proximation of identity for g. Let g = χV = 11V

|V | ,
with V a symmetric compact nbd of 1. Then

[f, χV ] =

∫
1

|V |

∫
V

f(x)φ(x− y)dydx
V shrinks−→

∫
f(x)φ(x)dx = Tφf.

[χV , χV ]
V shrinks−→ φ(0) = 1.

So
|Tφf |2 ≤ [f, f ] = Tφ(f ∗ f̃).

Put h = f ∗ f̃ , then h̃ = h, and

|Tφ(h)| ≤ |Tφ(h ∗ h)|1/2

≤ |Tφ(h ∗ h ∗ h ∗ h)|1/4

≤ · · · ≤
∣∣∣∣T (h ∗ · · · ∗ h︸ ︷︷ ︸

2n

)∣∣∣∣1/2n
≤

∥∥h ∗ · · · ∗ h︸ ︷︷ ︸
2n

∥∥1/2n .
So |Tφ(h)| ≤ |||h||| = ∥ĥ∥∞. But we know ĥ = f̂

ˆ̃
f =

|f̂ |2, so
|Tφ(f)| ≤ ∥f̂∥∞.

Since L̂(G) is dense in C0(Ĝ), by Banach extension
theorem, and the fact that f 7→ f̂ is an embedding
by Gelfand theory, there is a Borel measure µ on Ĝ

such that

Tφf =

∫
Ĝ

f̂(−γ)dµ(γ)

=

∫
G

f(x)

∫
Ĝ

γ(x)dµ(x)dx

So φ(x) =
∫
Ĝ
γ(x)dµ(x). Now, 1 = φ(0) =

∫
dµ =

µ(Γ) ≤ ∥µ∥ ≤ 1, so µ is nonnegative.

3.2 Inversion formula

We want this theorem on uniqueness.

(3.10) Uniqueness If µ ∈ M(G) and µ̂ = 0, then
µ = 0.

(3.11) Dual Uniqueness Suppose ν ∈M(Ĝ), and∫
Ĝ
γ(x)dν(γ) = 0 for all x ∈ G, then ν = 0.

Proof. Let f ∈ L1(G).

0 =

∫∫
G×Ĝ

f(x)γ(x)dν(γ)dx

=

∫
Ĝ

f̂(γ)dν(γ).

But we know that L̂1(G) is dense in C0(Ĝ).

The set of {µ̂ : µ ∈M(G)} is translation invari-
ant, and is stable under multiplication by γ(x).

(3.12) !! Notation— Denote

B(G) =
{
f :

f(x) =
∫
Ĝ
γ(x)dµ(γ) for some

finite regular Borel measure.

}
By uniqueness (3.11) above, we can write
f =

∫
Ĝ
γ(x)dµf (γ).

(3.13) Inversion Formula If f ∈ L1(G) ∩ B(G),
then

f(x) =

∫
Ĝ

f̂(γ)γ(x)dγ,

for some Haar measure over Ĝ.

Proof. Let f ∈ L1(G) ∩ B(G). For h ∈ L1,

h ∗ f(0) =

∫
G

h(−x)f(x)dx

=

∫
G

∫
Ĝ

h(−x)γ(x)dµf (γ)dx

=

∫
Ĝ

ĥ(γ)dµf (γ).

If g ∈ L1(G) ∩ B(G), then∫
Ĝ

ĥ · ĝdµf =
∫
Ĝ
ĥ ∗ gdµf

= h ∗ g ∗ f(0) =
∫
Ĝ

ĥ · f̂dµg.

As a result, ĝdµf = f̂dµg. So
{dµg

ĝ : g ∈ L1(G) ∩
B(G)

}
glues up a global nonzero measure on Ĝ. But∫

Ĝ

f(γ + τ)
dµg(γ)

ĝ(γ)
=

∫
Ĝ

f(γ + τ)
dµg(γ + τ)

ĝ(γ + τ)
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so dµg/g is Ĝ-invariant, so there is some constant c
such that

c · ĝdγ = dµg

where dγ is the Haar measure of Ĝ. Since f(x) =∫
Ĝ
γ(x)dµ(γ), by a normalization, we get what we

need.

(3.14) !! Notation— Recall what we de-
fined in (2.16). Let C ⊆ Ĝ be a compact
set, ϵ > 0, denote

VC,ϵ = {x ∈ G : ∀γ ∈ C, |γ(x)− 1| < ϵ}.

(3.15)Proposition The set {VC,ϵ :

C compact, ϵ > 0} forms a basis of nbd of u-
nity of G.

Proof. These are all open subsets by tube lemma.
Let V be a nbd of 0 in G. Let W be a compact

nbd of 0 with W −W ⊆ V . Consider f = 11W

|W |1/2 and
g = f ∗ f̃ . Then g is positive definite and ĝ = |f̂ |2 ≥
0. (g is so-called Fejér kernel). By Bochner theorem
(3.7) and inversion formula (3.13),

g(x) =

∫
Ĝ

ĝ(γ)γ(x)dγ.

We have the following.

•
∫
ĝ(γ)dγ = g(0) = 1.

• There exists a compact subset C ⊆ Ĝ, such that∫
C

ĝ(γ)dγ > 2

3

Assume x is such that |1− γ(x)| < 1/3. Now

|g(x)| =

∣∣∣∣∣
(∫

C

+

∫
Ĝ\C

)
ĝ(γ)γ(x)dγ

∣∣∣∣∣
=

∣∣∣∣∣
∫
C

ĝ(γ)γ(x)dγ +

∫
Ĝ\C

ĝ(γ)γ(x)dγ
∣∣∣∣∣

≥
∣∣∣∣∫

C

ĝ(γ)γ(x)dγ
∣∣∣∣−

∣∣∣∣∣
∫
Ĝ\C

ĝ(γ)γ(x)dγ
∣∣∣∣∣

≥ 2
3 ·

2
3 −

1
3 >

1
9 .

So x ∈ V . We proved that VC,1/3 ⊆ V .

3.3 Plancherel theorem

(3.16) Plancherel theorem The Fourier transfor-
m maps L2(G) ∩ L1(G) isometrically into a dense
subset of L2(Ĝ).

(3.17)Corollary The Fourier transform uniquely
extended to a unitary operator from L2(G) to L2(G).

Proof of (3.16). Let f ∈ L2(G) ∩ L1(G). Con-
sider g = f ∗ f̃ . Then g is positive definite and
ĝ = |f̂ |2 ≥ 0. So by Bochner theorem (3.7) and
inversion formula (3.13),∫

G

f(x)f̃(x− u)du = g(x) =

∫
Ĝ

γ(x)|f̂(γ)|2dγ.

Apply x = 0, we get f̂ ∈ L2(Ĝ), and ∥f̂∥2 = ∥f∥2.
So it remains to prove the image is dense. Note

that the image is stable under translation and by a
multiplication of a character. If ψ ∈ L2(Ĝ) such that∫

Ĝ

φ(γ)ψ(γ)dγ = 0

for any φ lying in the image. Replace φ by φ(γ)γ(x).
By (3.11), φ ·ψ = 0, so by a translation of any φ ̸= 0,
ψ = 0.

(3.18)Corollary The image of Fourier transform

L̂1(G) = {f1 ∗ f2 : f1, f2 ∈ L2(Ĝ)}.

Proof. Note that, for f, g ∈ L2(G)∫
f(x)g(x)dx =

∫
f̂(γ)ĝ(−γ)dγ.

Replace g by γ0(x),

f̂g(γ0) =

∫
f(x)g(x)γ0(x)dx

=

∫
f̂(γ)ĝ(γ0 − γ)dγ = f̂ ∗ ĝ(γ0).

Note that h ∈ L1(G) if and only if h = fg with
f, g ∈ L2(G).

I (3.19) Exercise. If µ is continuous, show that µ∗ν
is continuous. Hint: Assume dµ = fdx, then
dλ =

∫
G
f(x − y)dν(y)dx. Now,

∫
G
f(x − y)dν(y)

is certainly continuous.
I (3.20) Problem. Find an elementary proof of

Bochner theorem (3.7) when G = Z/nZ.
I (3.21) Exercise. If φ ∈ L1(Ĝ) with f = φ̌(x) =∫

Γ
φ(x)γ(x)dγ ∈ L1(G), show that f̂ = φ.

I (3.22) Problem. If E is a nonempty open subset
of Ĝ, show that there exists f̂ ∈ L1(Ĝ) for some
f ∈ L1(G), such that f̂ ̸= 0 but f̂ = 0 outside E.
Hint: Take some compact subset K of E, and
some compact nbd V such that K+V ⊆ E, then
χK ∗ χV serves.
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4 Structure of LCA Groups

4.1 Pontryagin Duality

(4.1) !! Notation— Let G be a LCA group,
Γ its dual, and Γ̂ the dual of Γ. Denote

α : G −→ Γ̂ x 7−→ [γ 7→ γ(x)].

(4.2) Pontryagin The map α is a topological group
isomorphism.

Proof. In view of (2.16) and (3.15), α is an em-
bedding (note that Γ separate points of G and Γ̂).

By (3.22), if α(G) is not dense, then one can
find an f ∈ L1(G) such that f̂(α(G)) = 0 but f̂ ̸= 0.
Then for x ∈ Γ̂,

̂̂
f (x) =

∫
Γ

f̂(γ)x(γ)dγ.

In particular, when x = α(x), it shows
∫
Γ
f̂γ(x)dγ =

0, then f̂ = 0 by dual uniqueness (3.11).
So it rests to prove that Γ̂ = α(G). For any

x ∈ Ĝ, pick a basis of compact nbd of Γ̂, say V. For
any V ∈ V, pick some xv ∈ (x + V ) ∩ α(G). Now
{xV : V ∈ V} forms a Cauchy net in α(G),

for any nbd V of 0 in α(G), there
exists U ∈ V, such that for any
W,VW ∈ V with W,VW ⊆ U , we
have xW − xVW ∈ V .

More precisely, U ∈ V such that (U−U)∩α(G) ⊆ V .
But α(G) is locally compact, so xV → x0 ∈ α(G).
So x0 ∈

∩
V ∈V(x + V ) ∩ α(G), i.e. x0 = x.

(4.3)Corollary If G is not discrete, then L1(G)

has no unity.

(4.4)Corollary If Ĝ is not compact, then 1 /∈

L̂1(G) ⊆ C0(Γ).

(4.5)Corollary If µ is a finite regular Borel mea-
sure over G, with µ̂ ∈ L1(Ĝ), then µ is absolutely
continuous with density f(x) =

∫
Ĝ
γ(x)µ̂(γ)dγ.

Summary .

Let G be LCA group, and Γ be its dual group.
We denote M(X) the space of finite Borel measures

over spaceX. For f ∈ L1(G) andm ∈M(G), denote
the Fourier transform

Ff = f̂(γ) =
∫
G
f(x)γ(x)dx,

Fm = m̂(γ) =
∫
G
γ(x)dm(x).

For φ ∈ L1(Γ) and µ ∈ M(Γ), denote the inverse
Fourier transform

Fφ = φ̌(x) =
∫
Γ
φ(γ)γ(x)dγ,

Fµ = µ̌(x) =
∫
Γ
γ(x)dµ(γ).

If m ∈M(G), with Fm = m̂ =∈ L1(Γ), then

dm = F(Fm)dg.

If µ ∈M(Γ), with Fµ ∈ L1(G), then

dµ = F(Fµ)dγ.

In particular, for f ∈ L1(G) and φ ∈ L1(Γ),
then

φ = f̂ ⇐⇒ f = φ̌.

The classic Fourier invention formula.

(4.6) Theorem If H is a closed subgroup of G, de-
note

Λ = H⊥ = {γ ∈ Γ : ∀x ∈ H, γ(x) = 1}.

then Γ is the dual group of G/H, and Γ/Λ is the
dual group of H.

Proof. Since we have proved the dual theorem
(4.2), so it suffices to show the first assertion. Al-
gebraically, there is no problem. To show they are
homeomorphism, look at (2.16) and (3.15).

4.2 Structure theorem

(4.7) Structure Theorem Let G be a LCA group,
then there exists n ∈ Z≥0, and G contains an open
subgroup of the form H⊕Rn, where H is a compact
group.

(4.8) Remark This means the compactness is due
to the discrete G/G0, and locally Rn, where G0 is
the connected component of 0 ∈ G.
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(4.9)Λemma Suppose that there is a homomor-

phism Z
ρ
−−→G so that ρ(Z) is dense. Then G is

compact or G = Z.

Proof. Suppose G is discrete, then G is quotient
group of Z there is nothing to prove. So assume G
is not discrete. Denote xk = ρ(k). Pick V be a
symmetric nbd of 0 in G, with V compact. Now any
nbd of 0 meets infinite many xk, so in particular,

G =
∞∪
i=1

(xi + V ).

More precisely, if y ∈ G, then y ∈ xk +W , with W

symmetric and W +W ⊆ V , say y − xk ∈ W , but
some |m| ≫ 0, x±m ∈W , so y−xk+xm ∈W +W ⊆
V .

Assume
∪N

i=1(xi + V ) covers V . For any y, find
the smallest n > 0, such that y ∈ xn + V . Then
y − xn ∈

∪N
i=0(xi + V ), if n > N , then we will get a

smaller n, a contradiction. So G =
∪n

i=1(xi + V ).

(4.10)Λemma Suppose G is generated by a com-
pact nbd V of 0. Then there is a closed subgroup
H of G isomorphic to Zn such that G/H is compact
and V ∩H = 0.

Proof. We can firstly assume V = −V , define
Vn = V+

n· · · +V . Then by assumption, G =
∪
Vn.

Assume V + V ⊆
∪p

i=1(xi + V ). Let H be the sub-
group generated by x1, . . . , xp. Then V + H = G,
since

Vn+1 = V + Vn ⊆ V + (V +H)

= (V + V ) +H ⊆ (V +H) +H

= V +H.

by induction. Let Hi = Zxi. If all Hi are compact,
then G itself is compact, so n = 0 serves. Suppose
some i such that Hi is not compact, then Hi = Hi

∼=
Z by lemma above (4.9). Then take the subgroup
H ′ of H isomorphic to Zr of maximal rank r. Then
H ′∩V is finite, so we can replace H ′ by a finite index
subgroup so that H ′ ∩ V = 0. Now, the image of H
under G → G/H ′ is compact by our choice. So this
is desired subgroup.

(4.11) !! Locally isomorphic— We say two
topological group is locally isomorphic, if

there exists nbd V and W respectively, and
homeomorphism V

f
−−→W with f(x+ y) =

f(x) + f(y) whenever x, y, x+ y ∈ V .

(4.12)Λemma Let G be connected. Assume G is
locally isomorphic to Rn, if G does not contain the
infinite compact subgroup, then G = Rn.

Proof. One can extend to a group homomor-
phism Rn

φ
−−→G, by set φ(x) = nφ(x/n). Then φ

is injective (by the assumption that G does not con-
tain the infinite compact subgroups), and open, so
φ(Rn) = G.

We may use some knowledge of totally discon-
nected spaces/groups, which is outlined in exercises,
see (4.18).

Proof of (4.7). Firstly, let us deal with the
components. Let G0 be component of 0 in G. Then
G0 is closed, and G/G0 is totally disconnected.

So by (4.18), there exists an open compact sub-
group K of G/G0. Denote G1 = π−1(K) where
π : G → G/G0. Then G1 does not have open sub-
group of infinite index, i.e. G1 does not have any
infinite discrete quotient groups.

Since π is open, there exists a compact nbd V of
0 such that φ(V ) = K. Then V generates G1, since
it is open, and intersects all cosets of G0. The by
(4.10), G1 contains a subgroup H ∼= Zn, with G1/H

compact, and H ∩ V = 0.
The consider the dual group, H⊥ = Ĝ1/H is

discrete, Ĥ is a torus Tn. So by (4.6), Γ1 = Ĝ1 is
locally isomorphic to Rn. Let Γ0 the component of 0
in Γ1, and Γ0 has no infinite compact subgroups. So
Γ0 = Rn. In conclusion, Γ1 contains Rn as an open
subgroup.

Now Λ = Γ1/Γ0 is discrete, since H⊥+Γ0 = Γ1.
Since Rn is injective module, there is section

0 // Rn // Γ1
// Λ //ii 0

since Λ is discrete, so it is continuous, thus, Γ1 =

Rn ⊕ Λ.
Then G1 = Rn ⊕ Λ̂ with Λ̂ compact. The proof

is complete.

(4.13) EXAMPLE Consider

G =

{
{ζn} ∈ (Z/4)Z :

only finitely many ζn’s are
equal to 1 or 3.

}
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Then K = {x ∈ G : 2x = 0} = {0, 2}Z is compact
and open. We do not in general haveG ∼= G1⊕G/G1.
In this example, if so, G/G1 intersects K by a infinite
sets, contradicts to the fact K is compact. (Since
G/G1 cannot be finite, since G is not. )

(4.14) EXAMPLE Let {Gα : α ∈ A} be a family of
topological groups. Define its direct sum

∑
α∈A

Gα =

{
(xα) ∈

∏
α∈A

Gα :
only finitely many
xα ̸= 0.

}

If allGα’s are compact, then
∏

α∈AGα is locally com-
pact and

∏̂
αGα =

∑
α Ĝα.

I (4.15) Exercise. For locally compact group G, and
a family F of open compact subsets, show that

F forms a basis of nbd ⇐⇒
∩
F∈F

F = {1}.

Hint: For any open nbd V of 1, there is some
F ∈ F such that (G \ V ) ∩ F = ∅, since the
intersection serves. Then F ⊆ V .

I (4.16) Exercise. For a compact spaceX, show that
the component of x ∈ X is the intersection of all open
compact subsets containing x. Hint: It suffices
to show the intersection C is connected.
Write it as disjoint union of two compact
subsets C = X ⊔Y , then use two open subsets
to separate them, say X ⊆ U, Y ⊆ V . By
compactness, some C0 open compact subsets
contains x such that C0 = (U ∩ C0) ⊔ (V ∩ C0)

(since C does). Now U ∩ C0 and V ∩ C0 are
both compact open, one of them contains x.
so X = ∅ or Y = ∅.

I (4.17) Problem. Show that, for a local compact to-
tally disconnected space X, the open compact sub-
sets containing x forms a nbd basis of x. Hint:
It is right for compact case. Generally,
consider x ∈ V ⊆ V , find some clopen U ⊆ V ,
since they form nbd basis.

I (4.18) Exercise. For a totally disconnected locally
LC group G. Any open compact subspace E, show
that there is an open compact group H such that
H · E = E, so that E is a union of cosets of H.
In particular, the family of open compact subgroup
forms a basis of nbd of 1. When G is compact, then
the family of open normal subgroup forms a basis
of nbd of 1. Hint: Let x ∈ E, and take some
Vx such that VxVxx ⊆ E, then finite many

Vxx covers E. Let W =
∩
Vx. So WE = E.

Denote H be the group generated by W, it
is open with HE ⊆ E. Now E is a union
of cosets of H, and therefore H is also
closed. In the compact case, the index is
finite, thus

∩
xH xHx−1 ⊆ H serves.

I (4.19) Problem (Pro-finite groups). If a topological
group G is compact and totally disconnected, show
that G = lim←−i

Gi with each Gi finite. Hint: With
Gi = G/N and N goes through all open normal
subgroups. Then G → lim←−i

Gi is injective
since such N forms a basis, and is surjective
by net-completeness.

I (4.20) Problem. For topological group G and com-
pact subgroup H, show that G/H is (locally) com-
pact if and only if G is (locally) compact. Hint:
Firstly, show the analogy of tube lemma. For
any open cover U of H, we can find a open nbd
V with V = π−1(π(V )), and a finite subcover
cover V . Assume U = {Uixi : xi ∈ H}. Let
V = {Vixi : Vi · Vi ⊆ Ui} a refine of U, and V0
be the finite subcover of H, take

V =
∩

V ′∈V0

π−1(π(V ′)) =
∩

V ′∈V0

V ′ ·H,

Then any x ∈ V , so x = yi · hi for xi ∈ Vi

and hi ∈ H. So y−1
i x ∈ H for any i, assume

y−1
i x ∈ Vjxj for some j, then take i = j makes
x ∈ VjVjxj ⊆ Ujxj.

I (4.21) Problem (“Fubini”). Let H be a closed sub-
group of a LC groupG. If we take a left Haar measure
ν on H, and assume there exists a left G-invariant
measure υ on G/H. Show that

µ(E) =

∫
G/H

ν(x−1E ∩H)dυ(xH)

is nonzero and left invariant, so a scaler of left Haar
measure over G.

I (4.22) Problem (Poisson summation formula).
Let H be a closed subgroup of G. Suppose that
f ∈ L1(G), such that

(1) for each x, [h 7→ f(x+ h)] ∈ L1(H);
(2) [x+H 7→

∫
H
f(x+ h)dh] ∈ L1(G/H);

(3) [γ 7→ f̂(γ)] ∈ L1(H⊥).
show that∫

H

f(h)dh =

∫
H⊥

f̂(λ)dλ

with dh and dλ some Haar measure on H and H⊥.
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5 Compact Groups

5.1 Representations

(5.1)Definition Let H be a Hilbert space, a continu-
ous group homomorphism from G to U(H) the uni-
tary operators overH, is called a unitary represen-
tation (and will be called directly a representation
(rep)) of G .

(5.2)Definition (Irreducible representation) Let H be
a rep of G, if there is no G-invariant closed subspace,
then H is called an irreducible rep.

(5.3) Theorem For a compact group G, any rep is
direct sum of irreducible rep s, and each irreducible
rep is finite dimensional.

Infinite sum .

Let {Hi : i ∈ I} be a family of Hilbert spaces.
Denote

⊕̂
i∈I

Hi =

{
(xi) ∈

∏
i∈I

Hi :
∑
i∈I

∥xi∥2 <∞

}
,

with inner product

⟨(xi), (yi)⟩ =
∑
iI

⟨xi, yi⟩ .

It is a Hilbert space.
If {Hi} is a family of pairwise orthogonal closed

subspaces in some big Hilbert space H. Then the
map ⊕̂

i∈I

Hi −→
∑
i∈I

Hi (xi) 7−→
∑

xi

is continuous bijection, so it is an isomorphism (by
open map theorem).

(5.4)Λemma For a compact group G, any repH
contains a finite dimensional rep.

Proof. Let V be any nonzero finite dimensional
subspace of H. Let p be the projection on V . Then

P : H −→ H x 7−→
∫
G

g · p(g−1 · x)dg

is a nonzero bounded operator over H. It is also
unitary and compact, since it is a limit of finite di-
mensional unitary operator.

Then, by spectral theorem, there is some eigen-
value λ such that Hλ = {v ∈ H : Pv = λv} is
nonzero and finite dimensional. Now

Pv = λv ⇒ Pgv = λgv

since gPg−1 = P . So Hλ is a finite dimensional G-
invariant subspace.

(5.5)Λemma For a compact group G, any rep H
and G-invariant closed subspace has its orthogonal
complement invariant.

Proof. Since g acts as unitary operator,
⟨gv, w⟩ = ⟨v, gw⟩.

Proof of (5.3). Let V be a rep. Pick the maxi-
mal element among by Zorn’s Lemma (it is nonempty
by above (5.4)).{

(Ui) :
Ui’s are finite dimensional pairwise
orthogonal, G-invariant subspaces.

}

Assume the maximal element is (Ui), then
∑
Ui has

complement zero, by maximality, (5.4) and (5.5).

(5.6) Remark For a finite group G, the assertion of
direct sum in (5.3) can be algebraic. Where one need
to check any short exact sequence ofG-rep splits. Say

0→ V → U →W → 0

Consider any projection from U on V , say p, then
consider

P : H −→ H x 7−→ 1

|G|

∫
G

g · p(g−1 · x)dg

it still maps U on V , and invariant on V , so P 2 = 1.
Then U = V ⊕ kerP , so the short exact sequence
splits.

5.2 Characters

(5.7)Definition (Character) Let V be a finite dimen-
sional G-rep. We define its character

χV : G −→ C g 7−→ tr g
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(5.8) Dixmier’s generalization of Schur Lemma
If V is an irreducible G-rep of at most countable
dimension, then any G-endormorphism of V is the
scalar product of C.

Proof. Let A be such an endormorphism. Then
Ag = gA for any g ∈ G. The image of A is G-
invariant, so must be 0 or V . The same reason, the
kernel of A must be 0 or V . So if A is not a scalar,
then it is invertible.

Then so is all A − λ1 for λ ∈ C. Let 1
A−λ1 be

its inverse, then
{

1
A−λ1 : λ ∈ C

}
is linearly indepen-

dent, otherwise A will be algebraic over C thus a
scalar.

But V is generated by any nonzero element, so
{A : gA = Ag} has dimension at most V , which is
assumed to be at most countable. A contradiction.

(5.9)Corollary For two G-irreducible rep s V,W ,
then any G-homomorphism between V and W isan isomorphism or zero V ∼=W

zero otherwise.
.

(5.10) Theorem For two finite irreducible rep s
U, V ,

1

|G|

∫
G

χU (g)χV (g)dg =

1, U ∼= V,

0, otherwise.

Proof. Pick two basis for U and V , and let A be
a linear map between them, Consider

Â : U −→ V x 7−→ 1

|G|

∫
G

g ·A(g−1 · x)dg

which is a G-homomorphism.
Pick basis for U and V , say u1, . . . , um and

v1, . . . , vn. Then

1

|G|

∫
G

χU (g)χV (g)dg

=
1

|G|

∫
G

m∑
j=1

n∑
i=1

⟨guj , uj⟩ ⟨gvi, vi⟩dg

=

m∑
j=1

n∑
i=1

⟨
vi,

1

|G|

∫
G

⟨
uj , g

−1uj
⟩
g · vi

⟩
dg

=

m∑
j=1

n∑
i=1

⟨
vi, Âi

j(uj)
⟩

where Ai
j = ⟨uj ,−⟩ vi.

If U ∼= V , or WLOG assume V = U and take
ui = vi. By Schur’s lemma (5.8) above,

Â · dimU = tr Â · 1.

But

tr Â =
1

|G|

∫
G

n∑
i=1

⟨
A(g−1 · ei), g−1ei

⟩
dg

=
1

|G|

∫
G

trAdg = trA.

So

1

|G|

∫
G

χU (g)χV (g)dg =
n∑

i,j=1

1

|G|

∫
G

δij
dimU

= 1.

If U is not isomorphic to V , then by Schur’s
lemma (5.9) above, always Â = 0. So

1

|G|

∫
G

χU (g)χV (g)dg = 0.

The proof is complete.

(5.11) EXAMPLE Consider any LCA group G, and
any finite dimensional G-rep. Note that, a linear al-
gebra exercise shows the elements of G share a com-
mon eigenvector. As a result, the irreducible finite-
dimensional rep s of LCA group are all one dimension-
al with the character of them coincides the character
defined for LCA.

(5.12) EXAMPLE For a compact group G, and a
finite dimensional space V where G linearly acts on
it. Then we can introduce an inner product by

⟨x, y⟩ =
∫
G

(gx, gy)dg

with (·, ·) any inner product. Now g is unitary with
respect to ⟨·, ·⟩.

(5.13) EXAMPLE For any LC group G, G acts nat-
urally on its function space, for example L2(G) and
C(G). More exactly, it has two actions

sf : t 7→ fs(t) = f(ts), sf : t 7→ f(s−1t).

(5.14)Definition (Class function) If a map φ : G→ C
satisfies φ(st) = φ(ts) for any s, t ∈ G, we will call φ
is a class function.
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(5.15) EXAMPLE Consider the special unitary
group

SU(2) = {
( α

−β

β

α

)
: α, β ∈ C, |α|2 + |β|2 = 1}.

It acts on polynomial by(
α
γ

β
δ

)
f(z, w) = f

(
(z, w)

(
α
γ

β
δ

))
= f(αz+γw, βz+δw).

Consider the space of two-variable polynomial of to-
tal degree n, say Vn.

Firstly, Vn is irreducible for all n ≥ 0. This fol-
lows by Schur lemma — due to (5.3), it suffices to
show End(Vn) is only scalars. Pick φ ∈ End(Vn).
Note that

(
a

1/a

)
∈ SU(2), and

(
a

1/a

)
zkwn−k =

an−2k · zkwn−k. By an argument of homogenous,
zkwn−k 7→ ckz

kwn−k for some ck ∈ C. Then note
that

( cos θ
sin θ

− sin θ
cos θ

)
∈ SU(2). Then by a direct com-

putation, ck = cn. So φ is a scalar, thus Vn is ir-
reducible. They are non-isomorphic by dimension
reason.

Then, we are going to compute the characters.
Consider T = {

(
eit

e−it

)
: t ∈ R} ⊆ SU(2). Consider

the map
G× T

��
(g,t)7→gtg−1

%%

// G/conj

G/T × T // G

OO

This is surjective by linear algebra. Over G/conj,
there is two measures one from the Haar measure,
one from G × T . If the union of some conjugation
classes E of zero measure, then {(g, t) : xtx−1 ∈
E} = {(x, t) : t ∈ E} = |E ∩ T | must has zero
measure. Since |E ∩ xTx−1| = |E ∩ T |, so

|E∩T |T =

∫
G/T

|E∩xTx−1|dx =

∫
G/T

∫
T

Edtdx = |E|G.

So we have some density g(t) with t ∈ T such that∫
G

ϕ(x)dx =

∫
T

ϕ(t)g(t)dt

for class function ϕ.
Note that for t =

(
eit

e−it

)
, its character χn for

Vn is

χn(t) =
n∑

k=0

ei(2k−n)t t ̸=π
=

sin(n+ 1)t

sin t .

Since
∫
G
χnχm =

∫
T
χnχmg = δmn and χn(t) is

dense in continuous even period functions. So g =
2
π sin2 t is the only choice.

As a corollary, {Vn} gives the full list of irre-
ducible rep s of SU(2). Since

2

π

∫
T

χ(t)
sin(n+ 1)t

sin t sin2 tdt = 0

and class functions are even period function, so this
implies χ = 0.

5.3 Representative functions

Assume we have an n-dimensional rep V , then
G→ End(V ) = Mn(C) has n× n entries.

(5.16)Proposition For a function G
f
−−→C, the

following conditions are equivalent.
(1) span{f(•s) : s ∈ G} is of finite dimension.
(2) span{f(s−1•) : s ∈ G} is of finite dimension.
(3) f is linear combination of matrix coefficients

of some finite dimensional rep.

(5.17)Definition A function G
f
−−→C, is called finite

dimensional or representative if span{fs : s ∈ G}
is of finite dimension.

� Claim Any entry is a finite dimensional function.

Proof. Since asij(•) = aij(•s) =
∑
aik(•)akj(s)

lies in the space spanned by the entries.

Let f be finite dimensional function over G. De-
note V = span{fs : s ∈ G}, then V is finite dimen-
sional G-rep.

� Claim The space V = span{fs : s ∈ G} is con-
tained in the space spanned by matrix coefficients
G→ End(V ).

Proof. For any f ∈ V , we take the functional
eva1 : f 7→ f(1). So f(s) = ⟨eva1, fs⟩ is in the space
spanned by matrix coefficients G→ End(V ).

I (5.18) Exercise. Prove the classic Schur lemma
that if V is an irreducible finite dimensional G-rep,
then any G-endormorphism of V is the scalar prod-
uct of C. Hint: Pick some eigenvalue of A,
say λ, then

(A− λ1)g = g(A− λ1),

then the kernel of A − λ1 must be V by the
irreducibility.
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6 Fourier Analysis over Compact Groups

6.1 Peter–Weyl theorem

(6.1) Peter–Weyl theorem The set of continu-
ous finite dimensional function is dense in C(G) and
L2(G).

Proof for L2(G). Let N the orthogonal of the
set of all finite dimensional function. Denote f̃(s) =
f(s−1). Note that if f = f+f̃

2 + i f−f̃
2i , so it suffices to

show for that {g ∈ N : g = g̃} = 0. Let f ∈ L2(G).
Consider the compact operator

Tgf(s) =

∫
G

g(su−1)f(u)du.

Then Tg is a self-adjoint operator by purely algebraic
computation

⟨f1, Tgf2⟩ =

∫
f1(s)

∫
g(st−1)f2(t)dtds

=

∫
f2(t)

∫
g(st−1)f1(s)dsdt

=

∫
f2(t)

∫
g(ts−1)f1(s)dsdt

= ⟨Tgf1, f2⟩ .

So by spectral theorem, Tg has at most countably
many nonzero eigenvalue λj ∈ R \ 0 with {f : Tgf =

λif} finite dimensional. Assume Tgφ = λφ, then

Tgφ
t(s) =

∫
g(su−1)φ(ut)du

=

∫
g(stu−1)φ(u)du

=

∫
Tgφ(st) = (Tgφ)

t(s).

As a result, any φ ∈ {f : Tgf = λif} is finite
dimensional. Hence g = g̃ ∈ N ⊆ kerTg, but
Tg g̃(0) =

∫
g(u)g(u)du = ∥g∥2. We get what we

desired g = 0.

Proof for C(G). Let f ∈ C(G). For any ϵ > 0,
find an open nbd U of 1 ∈ G such that st−1 ∈ U ⇒
|f(s) − f(t)| > ϵ. Take g ∈ Cc(U) such that g ≥ 0

and ∥g∥ = 1, furthermore without loss of generality
assume that g(s) = g(s−1). Then ∥f − Tgf∥ ≤ ϵ,
where

Tgf(s) =

∫
G

g(su−1)f(u)du.

Similar to the process above, Th is a self-adjoint op-
erator. For compactness, take ε > 0, then there is
an open nbd U of 1 ∈ G such that st−1 ∈ U ⇒

|g(s) − g(t)| > ε. If f ∈ L2(G) with ∥f∥ ≤ 1, then
for any st−1 ∈ U ,

|Tgf(s)−Tgf(t)| ≤
∫
G

|g(su−1)−g(tu−1)|f(u)du ≤ ε.

So {Tgf : ∥f∥ = 1} is compact by Ascoli lemma.
Similar to the process above, the eigenspace belong-
ing to any nonzero eigenvalue λ consists of finite di-
mensional functions. So Thf can be approximated
by them. The proof is complete.

(6.2) Remark The L2 part is essentially done by
(5.3). This is also known as “generalized Peter–Weyl
theorem”.

(6.3) Theorem The space generated by characters
of irreducible rep s forms is dense in the space of
continuous class functions.

Proof. For any continuous class function f , we
can find a finite dimensional φ such that ∥f−φ∥ < ϵ.
Now φ =

∫
G
f(gxg−1)dg forms a finite dimensional

class function with ∥f − φ∥ < ϵ.
So it suffices to show any finite dimensional class

function f is a linear combination of characters. By
(5.16), we can assume f is from some matrix coef-
ficient of some rep. Then we reduce to the case of
rep.

Let V be a irreducible rep E =
⊕

αEα, and
f(g) =

∑
i ⟨wi, gvi⟩. We can assume that any i, the

vi, wi comes from one irreducible representation Ei

with character φi. Then consider⟨
wi,

∫
G

xgx−1vidx
⟩
.

By the proof of (5.10) applying to the lin-
ear transform v 7→ gv, the above is exactly

1
dimEi

χi(g) ⟨wi, vi⟩. Since f is class function, so
f(g) =

∫
G

∑
i

⟨
wi, xgx

−1vi
⟩

dx, the proof is com-
plete.

6.2 Fourier transform

(6.4)Definition Let G be a compact group, denote Ĝ
the set of equivalent class of irreducible representa-
tion of G. We define

Ê(Ĝ) =
⊕̂
V ∈Ĝ

End(V ).
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where End(V ) is equipped with the norm

∥A∥2 = traceAA∗

where ⟨Av,w⟩ = ⟨v,A∗w⟩ for any unitary inner prod-
uct. Equivalently, if there is a orthogonal basis B,
then ∥A∥2 =

∑
v∈B ∥Av∥2.

(6.5)Definition We define the Fourier transform

L2(G) −→ Ê(Ĝ) φ 7−→ φ̂

where

φ̂ =
∑
V ∈Ĝ

[
v 7→ (dimV )1/2

∫
G

φ(g) · gvdg
]
.

We define the inverse Fourier transform

Ê(Ĝ) −→ L2(G)[
V

A
−−→V

]
7−→

[
g 7→ (dimV )1/2 trace(g−1A)

]
.

(6.6) Remark If we use the isomorphism EndV =

V ⊗ V ∨, then the inverse Fourier transform can be
written in the following way

Ê(Ĝ) −→ L2(G)

V ⊗ V ∨ ∋ e⊗ f 7−→
[
g 7→ (dimV )1/2f(ge)

]
.

(6.7) Theorem The Fourier transform and inverse
Fourier transform are well-defined, norm preserving
and inverse to each other.

Proof. If φ(g) = (dimV )1/2f(ge) for some e ∈ V
and f ∈ V ∨, then

(dimV )1/2
∫
G

φ(g) · gvdg

= dimV

∫
G

f(g−1e) · gvdg

= dimV

∫
G

g
(
f(g−1e) · v

)
dg

By the proof of (5.10) applying to the linear trans-
form f(•) · v, it is (trace f(•)v)e = f(v)e. So F ◦ F ′

is identity, where F the Fourier transform, and F ′

the inverse Fourier transform.
The image of inverse Fourier transform is exact-

ly the closure of the space generated by matrix coef-
ficients. Hence the map is surjective by Peter–Weyl
theorem.

Take a orthogonal basis B(V ) for each V ∈ Ĝ,
Let B = {⟨v, ·⟩ : v ∈ B(V ), V ∈ Ĝ} which is also a
set of unit orthogonal basis for Ê(Ĝ), since

⟨⟨v, ·⟩ , ⟨w, ·⟩⟩ =
∑

u∈B(V )

⟨v, u⟩ ⟨w, u⟩ .

Now

B′ = {[g 7→ dimV 1/2 ⟨gv, v⟩] : V ∈ Ĝ, v ∈ B(V )},

the inverse Fourier transform of B, is also a set of
unit orthogonal basis for L2(G). Actually,

⟨φ,ψ⟩ = dimV

∫
⟨gv, v⟩ ⟨gw,w⟩dg

= dimV

∫ ⟨
g
⟨
g−1w,w

⟩
vdg, v

⟩
.

By the proof of (5.10) applying to the linear trans-
form ⟨•, w⟩ · v, it is ⟨⟨v, w⟩w, v⟩.

So F ′f is convergent for any f ∈ L2(G), and
F ′ ◦ F is identity.

(6.8) Theorem We have the isomorphism of G×G-
rep

Ê(Ĝ) =
⊕̂
V ∈Ĝ

V ⊗ V ∨ =
⊕̂
V ∈Ĝ

End(V ) ∼= L2(G).

(6.9)Corollary The multiplicity of V in L2(G) is
dimV .

(6.10) Remark We should regard an element of
Ê(Ĝ) a matrix-value function, where at each point
V the fibre of value range is End(V ).

Now, for any g ∈ G, it defines a matrix-value
function, say g(V ) = [V

v 7→gv
−−−−−→V ]. For two A,B ∈

End(V ), we can define the trace form

A ◦B = trace(AB).

If we denote the measure µ over Ĝ with {V } of mea-
sure dimV .

For f ∈ Ê(Ĝ), we can define

f∧(g) =

∫
Ĝ

g(V ) ◦ f(V )dµ(V ).

Here ∗ stands for transposition. For φ ∈ L2(G), we
can define

φ∨(V ) =

∫
G

φ(g) · g(V )dg.

These two definitions may be more similar to the
abelian case.

Then f 7→ f∧ and φ 7→ φ∨ are mutually inverse.
Of course, not isotropic, but differ by our definition
by an automorphism.
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I (6.11) Problem. If a compact group G admits

a faithful representation V , then the algebra gen-
erated by the matrix coefficient of V and V ∨ is
dense in C(G). Hint: Since they satisfy the
hypothesis of Stone--Weiestrass theorem.

I (6.12) Problem. If a compact group G cannot have
infinite descending closed subgroups chain (for exam-
ple compact Lie group), then

(1) G admits a faithful representation. Hint:
Since we can chose for any g ∈ G \
1, and function f separating 1 and
g. Then approximate it with finite
dimensional function, then the kernel of this
representation has smaller kernel.

(2) Every closed subgroup H of G is {g ∈ G :

gv = v} for some representation V and v ∈ V . Hint:
Find some representative function f which is
constant over each coset of H (approximating
and then averaging over H) but f(g) ̸= f(1).
Then the space in L2(G) generated by f is a
representation with H-action on f trivial.

A “Non-abstract” Harmonic Analysis
(A.1)Definition Let f ∈ L1(Rn), denote

f̂(t) =

∫
f(x)e−2πi⟨t,x⟩dx

the Fourier transform of f and

f̌(x) =

∫
f(t)e2πi⟨t,x⟩dt

the inverse Fourier transform of f .

Differentiation

(A.2)Proposition For any polynomial P , we have

• (P (∂)f)∧(t) = P (−it) · f̂(t), if P (∂)f exists.

• (P · f)∧ = P (i∂)(f̂).

(A.3)Definition (Schwarz space) The Schwarz s-
pace or rapid decreasing functions space is

S =

{
f ∈ C∞ :

P ·∂αf are bounded for all
α and polynomial P

}
.

Or formally, for all N > 0,

sup
|α|<N

(
sup
x
|(1 + |x|)N∂αf(x)|

)
<∞.

We topologize S by the countable norms above.

(A.4)Proposition The space S is a Fréchet s-
pace.

(A.5) Theorem Fourier transform is a continuous
map from S to itself.

(A.6) Inverse formula for S The Fourier trans-
form S → S is isomorphism preserving norm with
inverse the inverse Fourier transform.

Holomorphism

(A.7) Paley Assume f is holomorphic over upper
plane H = {z ∈ C : ℑz > 0}, with

sup
0<y<∞

∥f(•+ iy)∥2 <∞,

then there exists F ∈ L2(0,∞) such that

f(z) =

∫ ∞

0

F (t)eitz dt
2π
.

(A.8) Wiener Assume A,C > 0, f a entire func-
tion with |f(z)| ≤ CeA|z| (known as entire function
of order A). Assume that

∫
R |f(x)|

2dx < ∞, then
there exists F ∈ L2(−A,A) such that

f(z) =

∫ A

−A

F (t)eitz dt
2π
.

Miscellaneous

(A.9) Poisson Summation Given f ∈ L1 and f̂ ∈
L1, assume

f and f̂ ≪ 1

(1 + |x|)n+ϵ
,

then ∑
w∈Zn

f̂(w) =
∑
w∈Zn

f(w).

(A.10) Hausdorff-Young If 1 ≤ p ≤ 2, assume
f ∈ Lp, then f̂ ∈ Lq and

∥f̂∥q ≤ ∥f∥p,

where 1/p+ 1/q = 1.

(A.11) Heisenberg uncertain principle If φ ∈
S (R) with ∥φ∥2 = 1. Then

∥xφ(x)∥2 · ∥tφ̂(t)∥2 ≥
1

2
.
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